
Converting CNNs into Digital Logic with Class Importance 
 
 
In this master thesis, the computations in convolutional neural networks (CNNs) will 
be converted into digital logic circuits to reduce the energy consumption in executing 
multiply-accumulate (MAC) operations in CNNs. The following figure illustrates this 
concept. In such circuits, weights in CNNs are embedded into the logic circuits to avoid 
data movement, so that the energy consumption incurred by data movement can be 
avoided.  
 
To realize this conversion, first, CNNs need to be quantized and pruned. Afterwards, 
the combinations of input bits and output bits of a neuron will be enumerated to 
construct a truth table. This truth table will be synthesized into digital circuits. To reduce 
the netlist, each filter in CNNs will be examined to simplify the truth table. Further 
techniques such as retraining and iterative conversion will be used to enhance the 
inference accuracy of the resulting circuits.  
 
 
 
 
 

 
 
 
 
 
 
 
 

 

 

 

If you are interested in this topic for master thesis, please contact:  

Prof. Dr.-Ing. Li Zhang (grace.zhang@tu-darmstadt.de) with your CV and 
transcripts.  

 

Deducing the logic of a neuron from its truth table.  (a) A neuron with 3 
binary inputs. (b) The truth table of this neuron. (c) The logic circuit 
synthesized from the truth table. 
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